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Abstract. Automatic lane detection is an essential component for au-
tonomous navigation systems. It is a challenging task in unstructured
environments where lanes vary significantly in appearance and are not
indicated by painted markers. This paper proposes a new method to
detect pedestrian lanes that have no painted markers in indoor and out-
door scenes, under different illumination conditions. Our method detects
the walking lane using appearance and shape information. To cope with
variations in lane surfaces, an appearance model of the lane region is
learned on-the-fly. A sample region for learning the appearance model
is automatically selected in the input image using the vanishing point.
This paper also proposes an improved method for vanishing point esti-
mation, which employs local dominant orientations of edge pixels. The
proposed method is evaluated on a new data set of 1600 images col-
lected from various indoor and outdoor scenes that contain unmarked
pedestrian lanes with different types and surface patterns. Experimental
results and comparisons with other existing methods on the new data set
have demonstrated the efficiency and robustness of the proposed method.

1 Introduction

Lane detection plays a vital role in assistive navigation for blind people, au-
tonomous vehicles and mobile robots. The aim of a lane detection system is to
locate the lane region in each scene in front of the traveler. The system must cope
with variations in the scene, the illumination condition, and the lane type. Au-
tomatically finding lanes using cameras is a popular approach for assistive navi-
gation systems [1–3]. For autonomous cars, numerous vision-based algorithms of
vehicle lane detection have been proposed [2, 4–8]. However, there has been little
work on pedestrian lane detection for assistive navigation of visually impaired
people [1, 9, 10]. Furthermore, most existing pedestrian lane detection methods
are designed to find pedestrian crossings, which are identified by painted markers
[1, 9–12]. To address this gap, this paper concentrates on vision-based detection
of pedestrian lanes that have no painted markers for indoor and outdoor scenes,
under varying illumination conditions and lane surfaces.

Most existing methods for unstructured (i.e. unmarked) lane detection ex-
ploit the appearance properties (e.g. color and texture) of lane surfaces to classify
the lane pixels from the background [6, 13–15]. In these methods, the classifiers
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are trained off-line, and hence the detection performance is degraded when lane
appearance differs from the training data (e.g. due to change in lane surface
types or illumination conditions). In another approach, several algorithms de-
tect the lane boundaries based on edge features (e.g. color and orientation) [2,
16]. However, using only edges to identify the lane borders is sensitive to back-
ground clutter, and the detection performance is significantly affected by the
robustness of edge detection.

This paper proposes a method for detecting unmarked pedestrian lanes, using
appearance and shape information. In contrast to existing methods, the appear-
ance model of the lane region is constructed on-the-fly employing the vanishing
point, and therefore is invariant to varying illumination conditions and different
lane surfaces. Furthermore, shape context [17] is used to model the shape of
pedestrian lanes. The main contributions of the paper can be briefly described
as follows:

– We propose an improved vanishing point estimation method, which is based
on the votes of local orientations from color edge pixels. Using only edge
pixels for voting the vanishing point is more efficient than using all pixels as
in the existing methods [2, 16]. Furthermore, to estimate robustly local ori-
entations and edge pixels under severe illumination conditions, our method
employs multiple color channels, instead of only the intensity channel.

– We propose using the vanishing point to identify a sample region on the
input image for learning the appearance model of the pedestrian lane surface.
The appearance model is thus adaptive to various types of lane surfaces. To
make the appearance model invariant to different illumination conditions, a
so-called illumination invariant space (IIS) is adopted.

– We propose a probabilistic model that combines both appearance and shape
information for detecting unstructured pedestrian lanes. To evaluate pedes-
trian lane detection methods, we also create a new data set, collected from
various indoor and outdoor environments with different types of unmarked
lanes.

The remainder of the paper is organized as follows. Existing methods for
lane detection in unstructured environments are reviewed in Section 2. The pro-
posed method is described in Section 3. Experimental results are presented in
Section 4. Finally, conclusions are given in Section 5.

2 Related work

This section presents briefly vision-based approaches for unstructured lane de-
tection. There are two major approaches: lane segmentation and lane border
detection.

In the lane segmentation approach, off-line color models are used for classify-
ing the lane pixels from the background [6, 18, 19, 13]. The color models are first
constructed from manually-selected sample regions, and then updated from the
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detected regions in the sequence frames. Different color spaces and color clas-
sifiers have been used. For example, Crisman and Thorpe use Gaussian models
of red-green-blue (RGB) color components to represent the appearances of the
road surface and background [6]. Tan et al. also use RGB components, but model
the variability of the road surface by multiple histograms and the background
by a single histogram [13]. Instead of using RGB components, Ramstrom and
Christensen employ UV, normalized red and green components, and luminance
to construct Gaussian mixture models for road surface and background classes.
Sotelo et al. employ the hue-saturation-intensity (HSI) color space [18]. Because
the color models are trained off-line, these methods do not cope well with the
appearance variation of lane surfaces.

To address this problem, several algorithms construct the appearance model
of the lane pixels directly from sample regions in the input image [20–22, 7]. These
algorithms determine the sample lane regions by different ways. For example, in
[7, 8], the sample lane regions are selected as small random areas at the bottom
and middle parts of the input image. Miksik et al. initialize the sample lane
region as a trapezoid area at the bottom and central part of the image, and then
refine the sample region using the vanishing point [22]. He et al. determine the
sample lane region from the potential lane boundaries, which are detected using
the vanishing point and the width prior of lanes [20]. The performance of these
algorithms depends on the quality of the sample regions, which in turns relies
on the prior knowledge of the lanes.

In the border detection approach, the lane boundaries are determined us-
ing the vanishing point [16, 2] or the predefined models of the lane boundaries
[23]. In [16], the lane borders are detected simultaneously from edges directing
to the vanishing point, employing the color difference between the lane region
and non-lane regions. This method is effective only when the lane region is ho-
mogeneous and differs significantly in color from non-lane regions. Kong et al.
also find the lane borders from edges directing to the vanishing point, except
that their method uses the orientation and color cues of the edges [2]. Since
this method is only based on edges for lane border detection, it is sensitive to
background edges. In another method, the lane boundaries are located from the
edges of homogeneous color regions, using the predefined models [23]. Recently,
Chang et al. propose combining lane border detection and road segmentation for
detecting the lane region [3]. Similarly to [2], their method detects lane borders
using the vanishing point. The lane region is segmented using the color model
learned from a homogeneous region at the bottom and middle part of the input
image. Chang et al. ’s method also relies on the prior knowledge of the lane
location.

3 Proposed method

The proposed method for detecting unstructured pedestrian lanes is based on
the appearance and shape of the pedestrian lane. To make the detection method
adaptive to different road surface structures, the appearance model of the lane
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region is learned automatically from a sample lane region, which is selected
using the vanishing point. Shape context descriptor [17] is employed to model
the shape of the lane region. The proposed method includes three main stages:
vanishing point estimation, sample region selection, and lane detection. Each
stage is described in the following subsections.

3.1 Vanishing point estimation

The vanishing point in an image is often found based on either line segments
[4, 24, 25] or local orientations [26, 2]. The algorithms using line segments are
only suitable for structured environments where there exist straight edges. For
unstructured environments, most existing vanishing point detection methods use
local orientations [26, 2, 27]. These methods compute the local orientations of
pixels using Gabor filters on the intensity channel, and therefore are not robust
under challenging illumination conditions. Furthermore, the methods have high
complexity and are sensitive to background clutter. To cope with the problems,
we estimate the local orientations using the color tensors and detect the vanishing
point employing the local orientations of edge pixels.

Given a color image f , the tensor components are calculated on three color
channels as in [28]: 

gxx =
3∑

k=1

gxkgxk,

gyy =
3∑

k=1

gykgyk,

gxy =
3∑

k=1

gxkgyk,

(1)

where gxk = w∗dk
x and gyk = w∗dk

y ; ∗ denotes the convolution operator;w is the

convolution kernel of a Gaussian filter; dk
x and dk

y denote the spatial derivatives
of the color channel k. The local dominant orientation field is estimated as

θ =
1

2
arctan

(
2gxy

gxx − gyy

)
. (2)

Figure 1(b) shows the local orientations of sampled pixels for the input image
in Fig. 1(a).

To estimate the edge map of f , we apply the color Canny edge detector, which
is proposed in [28]. This edge detector computes the magnitude and orientation of
pixels using the color tensor, and therefore is more robust than the conventional
Canny edge detector using intensity gradients. Figure 1(c) shows the edge map
detected from the input image in Fig. 1(a).

The vanishing point is determined by a voting scheme as follows. Each pixel
location v = (xv, yv) is considered as a vanishing point candidate, and voted by
edge pixels p = (xp, yp) that are below v. The voting score is computed as in [2]:

s(v, p) =

{
1

1+(δµ)2 if δ ≤ 5
1+2µ ,

0 otherwise.
(3)
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Fig. 1. Illustration of vanishing point estimation: (a) input image, (b) local orientations
estimated by the color tensor for sampled pixels, (c) edge map, (d) voting map and the
vanishing point (in red).

Here, δ is the difference between the local orientation θ(xp, yp) and the angle
of the line Lvp connecting v and p; µ be the ratio between the length of Lvp

and the diagonal length of the image. Equation (3) means that s(v, p) is high
when edge pixel p is close to v and is consistent in orientation with the line Lvp.
The vanishing point is finally found as the point that has the highest sum of the
voting scores. Figure 1(d) demonstrates the voting map and the vanishing point
computed for the image in Fig. 1(a).

3.2 Sample region selection

Since the appearance (e.g. texture and color) of pedestrian lane regions is varied
and strongly affected by illumination conditions, it is difficult to obtain an robust
appearance model via off-line training. In our method, the appearance model is
computed directly on the input image. Based on the vanishing point estimated
in the previous step, a sample region of the pedestrian lane is automatically
selected, and the appearance model is then constructed from the pixels in the
sample region.

In existing methods (e.g. [8, 21, 22]), the sample region is chosen as a small
region at the bottom and middle of the input image. However, the sample region
selected in such a manner may include the background when the lane region is
not located at the middle of the image. In our method, the sample region is auto-
matically detected using the vanishing point and the geometric and appearance
characteristics of the lane region.

Given the vanishing point estimated in the previous step, a set ofN imaginary
rays {r1, r2, ..., rN} is created as shown in Fig. 2(a). These rays are uniformly
distributed in a fixed angle range [αmin, αmax] relative to the horizontal direction.
The training region is identified by finding a ray pair (ri, rj) that best represents
the characteristics of the lane region. These characteristics include: 1) the lane
direction φ estimated as the direction of the bisector between ri and rj ; 2) the
uniformity u of color pixels in the lane region Rij formed by a ray pair (ri, rj)
as shown in Fig. 2(b). The uniformity u is computed using the color histogram.
This is similar to [29], except that our method uses three color channels instead
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Fig. 2. Imaginary rays: (a) imaginary rays; (b) a pair of rays.

of intensity:

u =
M∑

m=1

M∑
n=1

M∑
k=1

h(m,n, k)2. (4)

Here, h is the normalized 3-D color histogram of Rij , and M is the number of
bins for each color channel.

Let L denote the lane class. The conditional probability of L for two features
φ and u can be expressed as

P (L|φ, u) ∝ p(φ, u|L)P (L) ∝ p(φ|L)p(u|L), (5)

where P (L) is prior probability, p(φ|L) and p(u|L) are the class-conditional
probability density functions (pdf ). Here, we assume that p(φ, u) is uniform,
P (L) is constant, φ and u are statistically independent for a given L.

We have found that the distribution of the lane directions φ in the training
set is similar to a normal distribution. Therefore, p(φ|L) is modeled as

p(φij |L) =
1

σ
√
2π

e−
(φ−φ)2

2σ2 , (6)

where φ and σ are the mean value and standard deviation of φ that are computed
using the training data.

Our experiments have shown that lane regions have high uniformity and u
varies in a range from 0 to 1. Based on these characteristics, we model p(u|L)
using the beta function as

p(u|L) = 1

B(α, β)
uα−1(1− u)β−1, (7)

where B(α, β) is the beta function, α and β are positive parameters. These
parameters are selected so that p(u|L) is high when u is high, and vice versa.

Finally, the sample region R∗ is obtained from a pair of rays (r∗i , r
∗
j ) as

(r∗i , r
∗
j ) = argmax

ri,rj

P (L|φ, u). (8)
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Since the vanishing point could be located outside the lane region, we use only
the bottom half of R∗ for training. Figure 3(a) shows an example of sample
region selection.

(a) (b) (c) (d)

Fig. 3. Illustration of the proposed method for pedestrian lane detection: (a) training
region (blue area) extracted from the vanishing point (red dot); (b) segmented regions
using graph-based segmentation method [30]; (c) candidate regions considered in R′

(background regions are marked in black); (d) detected walking lane.

Given the sample region R∗, the appearance model of the lane region is
represented as the class-conditional pdf p(c|L) of colors c for the lane class L.
The pdf p(c|L) is estimated using the color histogram of pixels in R∗. However,
instead of using the RGB space which is sensitive to illumination conditions
and shading, we convert colors from the RGB space to an illumination invariant
space (IIS) [31] as 

C1 = arctan{R/max(G,B)},
C2 = arctan{G/max(R,B)},
C3 = arctan{B/max(R,G)}.

(9)

Figure 4 shows the color distribution of a lane region in the RBG and IIS space.
The lane pixels have less variations in the IIS space than the RGB space.

(a) (b) (c)

Fig. 4. Color distributions of lane pixels: (a) a sample lane region; (b) color distribution
of lane pixels in the RGB space; (c) color distribution of lane pixels in the IIS space.
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3.3 Lane detection

This subsection presents a method to detect the walking lane in the input image
using both appearance and shape information. In our method, the input image
is first segmented into homogeneous regions. The walking lane region is then
determined by merging those image regions using appearance and shape criteria.

Let R = {R1, R2, ...} be the set of homogeneous regions obtained using the
graph-based segmentation method in [30]. Figure 3(b) illustrates the homoge-
neous regions segmented from the input image in Fig. 3(a). The lane region is
a combination of connected regions of R. The two regions Ri and Rj are con-
sidered as connected if there exist two pixels pi ∈ Ri and pj ∈ Rj that are
connected (e.g. 4-connected pixels). The lane region is the subset Z∗ of R such
that

Z∗ = argmax
Z⊂R

p(Z|L)

= argmax
Z⊂R

p(c̄z, sz|L)

= argmax
Z⊂R

p(c̄z|L)p(sz|L).

(10)

Here, c̄z is an appearance feature and sz is a shape feature of region Z. It is also
assumed that c̄z and sz are statistically independent.

In (10), c̄z is defined as the mean color of all pixels in Z, and p(c̄z|L) is the pdf
of the lane color and is learned from the sample region. For shape feature sz, we
adopt the shape context descriptor proposed in [17]. Shape context descriptor is
known for its robustness to local shape deformation and partial occlusion, and its
invariance to scale and rotation. The shape context of a point p is the histogram
of locations of points other than p in relative to p. The similarity between two
shapes is computed as the matching cost between the corresponding sets of points
on the two shapes.

(a) (b) (c)

Fig. 5. Several shape templates of the lane region: (a) left-curved lane, (b) straight
lane, (c) right-curved lane.

Let T = {T1, T2, ...} be a set of shape templates for the pedestrian lane . In
our implementation, 10 templates are used, and some of the templates are shown
in Fig. 5. Each template is sampled so that the distance between two adjacent
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points on the template is approximately 5 pixels. The sampling is performed
similarly for regions Z in the test image. The likelihood p(sz|L) is defined as

p(sz|L) = exp

[
− λmin

T∈T
D(sz, T )

]
, (11)

where D(sz, T ) is the matching cost between the approximated outer contour sz
and a template T as in [17]. Note that the smaller is the matching cost D(sz, T ),
the higher is the similarity between sz and T , and therefore the likelihood p(sz|L)
is higher. In (11), λ is a positive scalar determined through training data.

Given the appearance likelihood p(c̄z|L) calculated from the sample region
and shape likelihood p(sz|L) defined in (11), the optimal set Z∗ can be obtained
with a computational complexity of O(2|R|) by exhaustively searching every
possible sub-set of R. To reduce the computational burden, we propose a greedy
algorithm that generates Z∗ by iteratively adding and removing regions. To
further accelerate the algorithm, we only consider regions Ri ∈ R with p(c̄i|L)
greater than or equal to τc, where c̄i is the mean color of all pixels in Ri and τc
is a predefined threshold. The greedy algorithm is described in Algorithm 1.

Algorithm 1 Adding and moving regions for lane detection.

R′ ← {Ri ∈ R | p(c̄i|L) ≥ τc}
Z∗ ← argmaxRi∈R′ p(c̄i|L)
continue← TRUE
while (continue) do
Ra ← {Ri ∈ {R′ − Z∗} so that Z∗ ∪Ri is a connected set}
R+ = argmaxRi∈Ra

p({Z∗ ∪Ri}|L)
Rr ← {Ri ∈ Z∗ so that {Z∗ −Ri} is a connected set}
R− = argmaxRi∈Rr

p({Z∗ −Ri}|L)
if p({Z∗ ∪R+}|L) ≥ p({Z∗ −R−}|L) and p({ Z∗ ∪R+}|L) > p(Z∗|L) then

Z∗ ← Z∗ ∪R+

else if p({Z∗ −R−}|L) > p(Z∗|L) then
Z∗ ← {Z∗ −R−}

else
continue← FALSE

end if
end while

In Algorithm 1, at each iteration when an image region Ri is added to Z∗

or removed from Z∗, the connectivity of {Z∗ ∪ Ri} and {Z∗ − Ri} is checked.
A set of regions is considered to be connected if any two regions in the set are
connected. For example, supposed that set Z∗ in Fig. 6 consists of regions 2, 6,
7, 8, and 10. Region 8 will not be removed from Z∗ because doing so will break
the connectivity of Z∗. Similarly, region 3 will not be added to Z∗.

Because the number of regions is finite and operators in Algorithm 1 are
deterministic, the algorithm will converge. Figure 3(d) illustrates the result of
lane detection using Algorithm 1 for the input image shown in Fig. 3(a).
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Fig. 6. Illustration of adding and removing regions.

4 Experimental Results

This section describes the image data, evaluation measures and parameters em-
ployed in the proposed method. It also presents experimental results for vanish-
ing point estimation and pedestrian lane detection.

4.1 Experimental methods

To evaluate the proposed method, we collected a data set of 1600 images in
different indoor and outdoor scenes. The data set includes unmarked pedestrian
lanes with various surface structures and shapes. In many cases, lane regions are
affected by extreme illumination conditions (e.g. very low or high illumination).
We manually annotated lane regions and determined the vanishing point in each
image. In the experiments, we used 500 images for training, and 1100 images
for testing. Note that the training set was employed only for estimating the
orientation angles of lane regions and finding the parameters of the proposed
method, it was not used for learning the appearance model.

To measure the detection performance, detected regions are compared with
annotated regions. Let Rd denote a detected region and Rg denote a ground-
truth region. The matching score between Rd and Rg is computed as

χ(Rg, Rd) =
|Rg ∩Rd|
|Rg ∪Rd|

, (12)

where |R| is the area of region R, ∩ and ∪ denote the intersection and union of
Rd and Rg, respectively. A detected region Rd is considered as correct if there
exists a ground-truth region Rg where χ(Rg, Rd) is greater than or equal to an
evaluation threshold τe. Similarly to the evaluation of other object detection
systems [32], τe is set to 0.5.

The pedestrian lane detection performance is evaluated by two measures:
recall and precision. Recall is the percentage of the ground-truth lanes that are
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detected correctly. Precision is the percentage of the detected lanes that are
considered to be correct.

We also evaluate the accuracy of vanishing point estimation. Let Pd be the
detected vanishing point, and Pg be the ground-truth vanishing point. Similarly
to [27], the estimation error is measured by the ratio of the Euclidean distance
from Pd to Pg and the diagonal length DI of the image:

ERR =
|Pd − Pg|

DI
. (13)

In our experiments, the parameters of the proposed method were chosen
based on analyzing the performance of the pedestrian lane detection on the
training set. The window size L × L of w in Section 3.1 and the number of
imaginary rays N in Section 3.2 are chosen as N = 29 and L = 13. Each color
component in the IIS space is quantized into 180 bins. The parameters α and β
in (7), λ in (11) and threshold τc in Section 3.3 are set as α = 2, β = 1, λ = 25,
and τc = 0.02.

4.2 Experimental results

The proposed vanishing point estimation (VPE) method was evaluated and com-
pared with two existing algorithms: Hough-based method [4] and Gabor-based
method [2]. The Hough-based method applies the Hough transform on the edge
map to find line segments, and then computes the vanishing point by voting the
intersections of line pairs in the Hough space [4]. The Gabor-based method em-
ploys Gabor filters for computing local orientations, and a local adaptive scheme
for estimating the vanishing point [2].

Table 1. Accuracy and speed of algorithms for vanishing point estimation.

Methods Average error Computational time (s)

Hough-based method [4] 0.250 0.06

Gabor-based method [2] 0.086 3.00

Proposed method 0.057 0.60

Table 1 shows the performance of different VPE algorithms. The average
error of the proposed method (0.057) was significantly lower than the Gabor-
based method (0.086) and the Hough-based method (0.250). Furthermore, the
average processing time per image (of size 100 × 140 pixels) of the proposed
method (0.60 s) was significantly shorter than the Gabor-based method (3.00 s).
The Hough-based method had the shortest processing time, but it also had the
lowest accuracy. Figure 7 shows several visual results of different VPE methods.

For pedestrian lane detection, we evaluated the proposed method using the
IIS and RGB color space. In this comparison, the proposed VPE method was
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Fig. 7. Visual results of vanishing point (VP) detection: red dot is the ground-truth VP;
green dot is the VP detected by the proposed method; yellow dot is the VP detected
by Hough-based method [4]; blue dot is the VP detected by Gabor-based method in
[2]. See electronic color image.

Fig. 8. Visual results of different methods for pedestrian lane detection. Row 1 : input
images. Row 2 : pedestrian lanes detected by the method in [2]. Row 3 : pedestrian lanes
detected by the proposed method using the RGB color space. Row 4 : pedestrian lanes
detected by the proposed method using the IIS color space.

used for both color spaces. As shown in the last two rows of Table 2, using the
IIS space, the proposed method achieved a recall rate of 94.8% and a precision
rate of 95.1%. Using the RGB space, the recall and precision rate decreased to
91.2% and 92.6%, respectively.

We also compared the proposed method with the lane border detection
method of Kong et al. [2]. The method in [2] employs the vanishing point to
determine the lane borders. As shown Table 2, the proposed method (recall rate
of 94.8% and precision rate of 95.1%) outperformed significantly the method in
[2] (recall rate of 63.9% and precision rate of 66.0%). Figure 8 shows several
comparative results of different methods for pedestrian lane detection. These
results demonstrate that the proposed method using the IIS color space is more
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Fig. 9. Visual results of pedestrian lane detection. Column 1,3 and 5:input images.
Column 2,4 and 6: detected lanes.

robust than the proposed method using the RGB color space and the lane border
detection method in [2].
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Table 2. Comparison of algorithms for pedestrian lane detection.

Methods Recall Precision Processing
(%) (%) time (s)

Lane border detection [2] 63.9 66.0 3.7

Proposed VPE + RGB 91.2 92.6 1.8

Proposed VPE + IIS 94.8 95.1 1.8

Our MATLAB implementation took 1.8 seconds, on the average, to process
an image of size 100 × 140 pixels. We consider speeding-up the method as fu-
ture work. Several detection results of the proposed method are demonstrated in
Fig. 9. The experimental results show that the proposed method detects robustly
pedestrian lanes with various lane surface structures and shapes and under dif-
ferent illumination and weather conditions.

5 Conclusion

This paper presents a method for pedestrian lane detection in unstructured envi-
ronments. The proposed method makes use the vanishing point to automatically
determine a sample region from which an appearance model of the lane surface
is constructed. Shape context descriptor is used to describe the shape of the
lane region. The walking lane is then detected using both the appearance and
shape features in a probabilistic approach. The proposed method is evaluated
and compared with existing methods on a large data set collected from various
environments. The experimental results have demonstrated that the proposed
method is able to detect various types of unstructured pedestrian lanes under
challenging environmental conditions. It also compares favorably with the exist-
ing methods.
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